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Internship Overview
LANL Internship Goal - Establish an understanding of unstructured communication 
patterns present in AMR applications.

Under the guidance of Galen Shipman - LANL Computer Science

Codebase of interest - LANL’s Parthenon 

Research questions: 

1. How do developers vary in their implementation of unstructured communication in 
order to perform adaptive mesh refinement (AMR)? 

2. What classification of unstructured communication can be derived from inspected 
AMR codebases?



Parthenon
● AMR Infrastructure developed at Los Alamos National Laboratory (LANL), 

Princeton University, Michigan State University
● Performance portable task-based AMR infrastructure 
● Implemented in C++
● Uses Kokkos as the shared memory parallel programming model



Parthenon - Communication Overview
● Halo exchanges 

○ Uses persistent communication; initialized by MPI_Send_Init and MPI_Recv_Init
○ Followed by MPI_Start and MPI_Test

● Load balancing
○ Considered periodically, load costs communicated by MPI_Allgather call

● Mesh block transfers
○ MPI_Isend and MPI_Irecv; followed by MPI_Wait 

● Tools for analysis of communication
○ Tau’s Paraprof and Jumpshot 
○ Caliper and Kokkos annotations 



Parthenon - MPI Profiling



Parthenon - Load Balancing Trace



Parthenon - Halo Exchange Trace



CLAMR Overview
● Collection of cell-based AMR mini-apps developed at LANL
● Tests algorithms to be used in heterogeneous computing environments
● OpenCL as the shared memory parallel programming model



CLAMR Observations
● Difference between the min and max 

times for neighbor boundary updates in 
MVAPICH2 compiled binaries

● MPI processes stuck in MPI_Waitall
● MPI_Barrier after MPI_Waitall call 

improves performance for MVAPICH2 
compiled binaries

● Issue present L7 function 

CLAMR compiled w/ MVAPICH2

CLAMR compiled w/ OpenMPI
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CLAMR Research Questions
1. How do methods for performing weak progress in MPI 

implementations affect the performance of an application in 
different runtime environments?

2. What can be done to optimize the effectiveness of a weak 
progress engine in order to avoid performance anomalies 
present amongst different MPI implementations? 



Future Work
● Expand the investigation of unstructured communication to different AMR 

codebases (HIGRAD, xRAGE, CLAMR)
● Begin formulating a classification of unstructured communication
● Begin investigating methods of weak progress
● Assist L7 Benchmark Development (Savannah Camp’s work) 
● Provide feedback on Dr. Ryan Marshall’s reproducibility project
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